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Abstract - Type 2 diabetes mellitus is a chronic and progressively increasing global health issue that 

necessitates early detection to mitigate serious complications such as kidney failure, neuropathy, 

and cardiovascular disorders. While numerous studies have developed predictive models using 

machine learning techniques, many are limited by their reliance on single algorithms and inadequate 

handling of class imbalance. This research introduces a novel strategy by employing an ensemble 

stacking method that integrates Gradient Boosting, XGBoost, and Random Forest, with Random 

Forest acting as the meta-learner. The dataset, comprising 100,000 patient records, underwent 

preprocessing and was balanced using the SMOTE-Tomek approach to correct class distribution 

disparities. The stacking process is implemented in two phases: base models generate preliminary 

predictions, which are subsequently used as input for the meta-model to refine the final outcomes. 

The evaluation demonstrates that the stacking model achieves superior performance, recording 98% 

accuracy and an F1-score of 0.98, outperforming the individual models. The key distinction of this 

study lies in the effective application of ensemble stacking to enhance prediction accuracy, 

especially in dealing with imbalanced and complex medical data. This methodology has the 

potential to improve clinical decision support systems, making them more accurate and responsive. 
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I. INTRODUCTION 

Diabetes mellitus (DM) is a chronic metabolic disease characterised by hyperglycemia due to 

impaired insulin secretion, insulin resistance, or a combination of both [1]. DM is classified as a 

noncommunicable disease (NCD) that significantly impacts the quality of life of those affected. The 

most common type is type 2 diabetes mellitus (T2DM), which accounts for over 90% of cases and 

is often undetected in the early stages due to its mild or nonspecific symptoms [2]. Delayed 

diagnosis increases the risk of serious complications, such as nephropathy, neuropathy, and 

cardiovascular disease, and places an economic burden on the healthcare system. In recent years, 

machine learning (ML) approaches have increasingly been used for predicting and classifying 

T2DM. ML has the ability to identify patterns from large and complex datasets [3]. Algorithms such 

as Support Vector Machine (SVM), Artificial Neural Network (ANN), and XGBoost have been 

applied for diabetes diagnosis, with varying levels of accuracy [4]. However, several challenges 

remain, including data imbalance and the limitations of single models in capturing the complexity 

of medical data [5]. One solution to improve predictive performance is through ensemble learning, 

particularly the stacking ensemble technique, which combines multiple base models through a meta-

learner. Several studies have shown that stacking can improve the accuracy of chronic disease 

prediction compared to single models [6]. However, the application of this method in T2DM 

prediction remains relatively limited, especially when integrating SMOTE-Tomek Links as a data 

balancing technique [7]. 
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II.  SIGNIFICANCE OF THE STUDY 

A. Previous Research 

Numerous prior studies have explored the prediction and classification of diabetes using various 

machine learning techniques. For instance, research conducted by Yazan Jian (2021) developed a 

binary classification model to predict different diabetes-related complications. This study 

implemented stratified 10-fold cross-validation repeated 10 times, achieving a peak accuracy of 

97.8% and an F1-score of 97.7% [4]. Similarly, Usama Ahmed (2022) proposed a hybrid 

classification model that combined Support Vector Machine (SVM) and Artificial Neural Network 

(ANN) for diabetes diagnosis. The dataset was divided using a 70:30 train-test split, and the 

resulting model was integrated with a fuzzy logic system, yielding a prediction accuracy of 94.87% 

[8]. In a separate study, Genta Dwigi Sepbriant compared the performance of the K-Nearest 

Neighbor (KNN) and XGBoost algorithms for product classification in the e-commerce domain. 

XGBoost, achieved the highest accuracy of 97.17%, outperforming the KNN model and 

demonstrating the effectiveness of ensemble learning methods like XGBoost in enhancing model 

accuracy [9]. Additionally, Wu et al. (2022) found that stacking ensemble techniques provided 

superior disease prediction performance compared to individual models. In that study, Random 

Forest was utilized as the meta-model due to its robustness against overfitting and strong 

generalization capabilities [10]. However, many of these studies did not explicitly address the issue 

of class imbalance, which can lead to a prediction bias favoring the majority class and hinder the 

accurate detection of positive cases. To mitigate this limitation, the SMOTE-Tomek Links method 

was employed in this study. SMOTE generates artificial samples for the minority class, while 

Tomek Links remove borderline instances to enhance class separation and reduce noise. Building 

on these research gaps, the present study proposes a stacking ensemble model that integrates 

Gradient Boosting, XGBoost, and Random Forest algorithms, alongside the SMOTE-Tomek Links 

technique for data balancing. This approach is aimed at improving the classification accuracy of 

type 2 diabetes. Moreover, the findings of this study have practical implications for hospitals and 

clinics, as they can support earlier detection of diabetes risk, ultimately aiding in complication 

prevention and more effective patient management. 

B. Research Method 

 

Figure 1. Research Methodology 

As depicted in Figure 1, this research utilizes a machine learning framework to create a predictive 

model for type 2 diabetes mellitus. The process begins with an examination of the dataset to detect 

and handle missing values and duplicate entries. Records containing missing information are 

removed, and duplicate data points are eliminated to prevent bias during the training process. After 

cleansing, the dataset is balanced using the SMOTE-Tomek Links method to mitigate class 

imbalance issues. Specifically, SMOTE generates artificial samples for the minority class, whereas 
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Tomek Links eliminates overlapping instances between the majority and minority classes to 

enhance the distinction between them. This process helps the model learn from a more balanced 

representation of both classes. The refined dataset is then split into training (80%) and testing (20%) 

subsets. Model development employs a stacking ensemble technique that integrates several base 

learners, including Gradient Boosting and XGBoost, with Random Forest functioning as the meta-

learner. This ensemble method is designed to improve predictive performance by leveraging the 

unique strengths of each algorithm. The effectiveness of the model is assessed through evaluation 

metrics such as accuracy, precision, recall, and F1-score. Ultimately, the ensemble model’s results 

are compared with those of individual base models, highlighting significant performance gains and 

underscoring the advantages of ensemble learning in medical data analysis. 

C. Dataset 

The Diabetes Prediction Dataset comprises 100,000 patient records that include both demographic 

and clinical information, as well as each individual's diabetes status (positive or negative). Key 

attributes in the dataset consist of age, gender, body mass index (BMI), a history of hypertension, 

heart-related conditions, smoking habits, HbA1c readings, and blood glucose levels [11]. This 

dataset, sourced from the Kaggle platform and curated by Mustafa I, is highly relevant for the 

medical field, especially in supporting healthcare professionals in identifying individuals who may 

be at higher risk of developing diabetes. The data can facilitate the creation of tailored and effective 

treatment plans. Furthermore, it enables researchers to examine the influence of various risk factors 

on diabetes development, offering deeper insights into strategies for prevention and early 

intervention. The comprehensive nature of this dataset also makes it a reliable foundation for 

training machine learning models to predict diabetes outcomes based on patients’ health and 

demographic characteristics [12]. 

Table I. Dataset Structure 
gender age hyperte

nsion 

heart_ 

disease 

Smoking

_hystori 

bmi HbA1c

_level 

Blood_glucose

_level 

diabetes 

Female 80.0 0 0 Never 25.19 6.6 140 0 

Female 54.0 0 0 No info 27.32 6.6 80 0 

Male 28.0 0 0 Never 27.32 5.7 158 0 

Female 36.0 0 0 Current 23.45 5.0 155 0 

Male 76.0 1 1 Currennt 20.14 4.8 155 0 

 

D. Data Preprocessing 

Data preprocessing serves as a foundational stage in getting datasets ready for building machine 

learning models [13]. This process involves a series of tasks aimed at refining, restructuring, and 

adapting the data to meet the specific requirements of the modeling phase [14]. Initially, missing 

values are addressed either by discarding incomplete entries or by imputing them based on trends 

observed within the existing data. The dataset is then examined for duplicate records, which are 

removed to eliminate redundancy and minimize bias during training. Numerical features are 

normalized or standardized to maintain a consistent scale across variables, ensuring that differences 

in magnitude do not distort model performance. When encountering class imbalance, the SMOTE-

Tomek Links method is utilized to equalize the class distribution. SMOTE creates synthetic samples 

for the underrepresented class, whereas Tomek Links eliminates borderline instances that may blur 

the separation between classes. Additionally, categorical features are transformed into numerical 

values through encoding techniques like one-hot encoding or label encoding. Lastly, the dataset is 

divided into training and testing portions to enable proper assessment of the model's ability to 

generalize. This thorough preprocessing framework is essential for improving data quality and 

boosting the predictive performance of machine learning models. 
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E. Data Balancing  

This research addresses the problem of class imbalance by applying both SMOTE (Synthetic 

Minority Over-sampling Technique) and Tomek Links [15]. SMOTE is an oversampling approach 

that augments the minority class by generating artificial samples based on existing data points 

within that class [16]. The technique randomly selects a sample from the minority class, identifies 

its closest neighbors, and creates synthetic examples by interpolating between the selected sample 

and its neighbors using a random scaling factor. In contrast, Tomek Links is an undersampling 

method aimed at refining the majority class by identifying pairs of data points from different classes 

that are mutual nearest neighbors [17]. These paired samples, referred to as Tomek Links, are 

removed from the majority class to reduce overlap and enhance class separation. By integrating 

SMOTE with Tomek Links, the dataset becomes better balanced and cleaner, which contributes to 

improved model training and greater predictive reliability. 

F. Data Spliting 

After the preprocessing phase and the implementation of dataset balancing, the data was partitioned 

into training and testing sets using stratified sampling to maintain the original class ratio, following 

an 80:20 division. Post-SMOTE-Tomek Links application, the total sample count increased to 

174,538, with 139,630 records (80%) allocated for training and 34,908(20%) reserved for testing. 

This segmentation distinguishes the dataset into two functional parts: one for building the model 

and the other for assessing its performance [18]. The 80:20 ratio allows the model to learn from a 

majority of the data while ensuring sufficient data remains for reliable evaluation. Stratified 

sampling ensures proportional representation of each class in both subsets, enabling a fair and 

consistent assessment of the model’s predictive accuracy. 

G. Ensamble Learning 

Ensemble learning is a machine learning approach that integrates multiple algorithms to enhance 

overall model performance [19]. This strategy encompasses techniques such as bagging, boosting, 

and stacking. Bagging operates by generating multiple models from different subsets of the dataset, 

with final predictions determined through averaging or majority voting. Boosting, on the other hand, 

builds models in a sequential manner, where each subsequent model attempts to correct the errors 

of its predecessor by assigning greater weight to misclassified instances. Stacking involves 

combining the outputs of several base models using a meta-model, which is trained to optimise 

prediction accuracy by learning how to best integrate the individual model predictions. The key 

advantage of stacking lies in its ability to reduce both bias and variance while mitigating the risk of 

overfitting, particularly when applied to large and heterogeneous datasets. In this study, the stacking 

method was employed to predict type 2 diabetes by integrating multiple algorithms through a meta-

model, thereby enhancing predictive accuracy. This ensemble approach offers improved reliability 

compared to relying on a single model, as it harnesses the complementary strengths of diverse base 

learners. 

H. Boosting Technique 

Boosting is a powerful ensemble technique in machine learning that enhances prediction accuracy 

by sequentially integrating multiple weak learners. In this approach, models are trained in a series 

where each subsequent learner focuses more on the instances that were previously misclassified, 

typically by assigning greater weights to those samples [20]. The method aims to incrementally 

reduce the overall error by optimizing a loss function at each step of the training process. Initially, 

a simple model is fitted to the data, and its performance is evaluated to identify areas of weakness. 

A new learner is then trained to better capture the patterns in the misclassified data points. This 

cycle continues either for a predetermined number of iterations or until performance gains plateau 

and the loss stabilizes. Research has shown that boosting is particularly effective at addressing bias 

in high-bias models, making it suitable for improving predictive accuracy on complex datasets that 
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are challenging to classify [21]. Its flexibility allows it to be paired with various base algorithms, 

further enhancing its utility in diverse predictive modelling tasks. By leveraging the collective 

strengths of multiple weak models, boosting leads to the creation of a more resilient and precise 

overall model. 

I. XGBoost Technique 

 

Figure 2. XGBoost Structure 

As shown in Figure 2. XGBoost Structure, XGBoost is a gradient boosting framework optimized 

using decision trees as its basic learner, designed for high performance and efficiency. XGBoost 

develops a gradient boosting framework and is well suited for classification and regression 

problems due to its ability to find the best decision trees [22]. According to Jafarzadeh et al., 

XGBoost outperforms many other machine learning algorithms. Its advantages include 

regularization to prevent overfitting, parallel processing to accelerate the training process, and the 

ability to automatically handle missing values in data. This method has proven highly effective in 

various machine learning competitions and applications, producing accurate and efficient 

predictions [23]. 

J. Gradient Boosting 

Gradient Boosting is a robust ensemble method that enhances model accuracy by sequentially 

combining multiple weak learners, typically decision trees. This approach builds each subsequent 

model to address the shortcomings of its predecessor by optimizing a loss function such as mean 

squared error for regression tasks or log-loss for classification problems [24]. The technique works 

by computing the gradient of the loss function relative to the previous predictions and incrementally 

updating the model to reduce prediction errors. Renowned for its ability to effectively capture 

complex, non-linear relationships in data, Gradient Boosting consistently delivers high predictive 

performance. Nonetheless, it demands careful tuning of hyperparameters including the number of 

estimators, maximum tree depth, and learning rate to avoid issues such as overfitting. Owing to its 

adaptability and high accuracy, Gradient Boosting is frequently applied in domains such as medical 

risk assessment, fraud detection, and the classification of complex datasets. 

K. Meta Model 

A meta model is a machine learning model used in the second stage of the stacking ensemble 

technique to combine predictions from base models. The main task of a meta model is to learn the 

patterns of relationships between the outputs of base models and generate more accurate final 

predictions [25]. Meta models play an important role in improving the overall performance of 

models by leveraging the advantages of several base algorithms [26]. One of the most commonly 

used meta models is Random Forest (RF). With its hierarchical structure, Random Forest is able to 

capture complex data relationships while providing predictions that are easy to interpret. Although 

simple, Random Forest can be optimized through parameters such as maximum depth or splitting 
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criteria to avoid overfitting. When used as a meta model, RF provides fast and effective predictions, 

making it ideal for use with moderately complex data. 

L. Stacking Technique 

 

Figure 3. Stacking Structure 

As illustrated in Figure 3, the stacking architecture also referred to as stacked generalization is an 

ensemble learning strategy that integrates multiple base learners through a secondary model known 

as a meta-learner or meta-classifier [27]. In this framework, the base models are initially trained on 

the full training dataset, and their output predictions serve as input features for training the meta-

model. The underlying principle of stacking lies in the recognition that different algorithms may 

capture different aspects of the data. By leveraging the diverse predictions from these base models, 

the meta-model learns to optimize the final output by emphasizing their respective strengths and 

mitigating individual limitations. This layered approach often leads to improved predictive 

performance compared to relying on a single learning algorithm. 

M. Perfomence Analisys 

The confusion matrix is a widely utilized tool in machine learning and statistics for assessing the 

performance of classification algorithms [28]. Typically displayed in a square format, the confusion 

matrix summarizes the outcomes of a classification task by detailing the number of correct and 

incorrect predictions made by the model. While it is primarily used for binary classification 

problems, the confusion matrix can also be adapted to accommodate multi-class classification 

scenarios [29]. The matrix comprises four key elements, as illustrated in Table II: TruePositive(TP), 

FalsePositive(FP), TrueNegative(TN), and FalseNegative(FN). TP and TN represent instances 

where the model’s predictions are correct, whereas FP and FN denote incorrect predictions. Among 

the commonly employed evaluation metrics derived from the confusion matrix, accuracy is 

frequently used to measure the overall correctness of the model’s predictions. Accuracy is 

calculated using the values of TP, FP, TN, and FN, as outlined in Table II. 

Table II. Confusion Matrix 

Precision Sensitifity F1-Score Accuracy 

=
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 =

𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 = 2𝑥

𝑆𝑐𝑜𝑟𝑒𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑆𝑐𝑜𝑟𝑒𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑓𝑖𝑡𝑦

𝑆𝑐𝑜𝑟𝑒𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑆𝑐𝑜𝑟𝑒𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑓𝑖𝑡𝑦
 

 

=
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

 

 

 

III. RESULTS AND DISCUSSION 

The initial stage of this study began with data cleaning to ensure data quality before building a type 

2 diabetes prediction model. The dataset, which initially consisted of 100,000 rows, was analyzed 

for missing values and duplicate data. 
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Figure 4. Data Preprocessing 

 

as shown in Figure 4. No missing values were found across all attributes, so no imputation process 

was required. However, 7,708 rows were identified as duplicates and removed, leaving 96,146 

unique data rows. 

 
 

Figure 5. Diabetes Data Distribution 

In addition, Figure 5 illustrates the data distribution, highlighting a notable imbalance between the 

non-diabetic class, which contains 87,664 instances, and the diabetic class, with only 8,482 

instances. Such an imbalance can lead to model bias, where predictions are disproportionately 

skewed toward the majority class. To mitigate this issue, the SMOTE-Tomek technique was 

implemented. SMOTE (Synthetic Minority Oversampling Technique) augmented the minority class 

by generating synthetic samples, while Tomek Links helped clean the data by removing borderline 

instances from the majority class. As a result, the dataset was balanced, with each class comprising 

87,269 instances. Following this adjustment, the dataset was partitioned into training and testing 

sets using an 80:20 stratified split to preserve class proportions across both subsets. This 

stratification ensures a reliable and unbiased evaluation of model performance. The study employed 

four machine learning models: XGBoost, Gradient Boosting, Random Forest, and a stacking 

ensemble model that utilized Random Forest as the meta-learner. Model performance was assessed 
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using a confusion matrix along with key evaluation metrics, including precision, recall, F1-score, 

and accuracy. 

 

 
 

 
Figure 6. Confusion Matrix 

 

The confusion matrix results Figure 6. Confusion Matrix show that the XGBoost model has strong 

performance with only 198 false positives and 868 false negatives. This demonstrates the model's 

reliability in identifying non-diabetic and diabetic patients with minimal error. However, Gradient 

Boosting produced 354 false positives and 956 false negatives—its performance was slightly lower, 

especially in classifying non-diabetic patients. Meanwhile, Random Forest showed a good balance 

between the two classes with 446 false positives and 542 false negatives, respectively. Although its 

accuracy is high, the relatively large number of False Positives indicates a potential for error in 

identifying healthy individuals as diabetic patients. The stacking ensemble model showed the best 

performance with only 166 false positives and 529 false negatives. This indicates the highest 

accuracy and lowest classification error compared to other models. Based on Table III, the stacking 

model achieved an f1-score of 0.98 for both classes, as well as an overall accuracy of 98%. This 

advantage stems from its ability to combine the strengths of the base models (XGBoost, Gradient 

Boosting, and Random Forest), enabling it to handle data variability and reduce bias from each 

individual model. 

Table III. Evaluated Models 

XGBoost Class Precision Recall F1-Score Accuracy 

 Diabetes 0.99 0.95 0.97 0.97 

 Normal 0.96 0.99 0.97 0.97 

Gradient Boosting Class Precision Recall F1-Score Accuracy 

 Diabtes 0.98 0.95 0.96 0.96 
 Normal 0.95 0.98 0.97 0.96 

Rondom Forest Class Precision Recall F1-Score Accuracy 

 Diabtes 0.97 0.97 0.97 0.97 

 Normal 0.97 0.97 0.97 0.97 

Stacking Class Precision Recall F1-Score Accuracy 

 Diabtes 0.99 0.97 0.98 0.98 

 Normal 0.97 0.99 0.98 0.88 
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From these results, it can be concluded that ensemble methods, particularly stacking, not only 

improve accuracy but also maintain a balance between recall and precision. This is particularly 

important in a medical context, where classification errors, especially False Negatives can have 

serious implications for patient health. Additionally, this approach has proven effective in handling 

initially imbalanced datasets, making it highly relevant for predicting chronic diseases such as type 

2 diabetes mellitus. 

IV. CONCLUSION 

The experimental findings revealed that the stacking ensemble method outperformed individual 

modelsnamely XGBoost, Gradient Boosting, and Random Forest—in predicting type 2 diabetes 

mellitus. The primary strength of the stacking approach lies in its capacity to integrate the 

complementary advantages of multiple base learners into a cohesive prediction framework, 

effectively reducing bias and enhancing overall accuracy. In this research, XGBoost and Gradient 

Boosting acted as competent base models capable of capturing intricate data relationships, while 

Random Forest, employed as the meta-learner, contributed to the model’s robust and reliable 

predictive performance. The stacking model showed superior performance by achieving 98% 

accuracy, with consistently high values of precision, recall, and F1-score across both classes 

(diabetic and non-diabetic), reaching an F1-score of 0.98. This is particularly important given the 

class imbalance in the dataset, where diabetic samples were underrepresented. The stacking 

ensemble's ability to maintain balance between the two classes while improving overall prediction 

accuracy makes it a more reliable and efficient approach than individual models. Overall, the 

application of the stacking ensemble in this research significantly enhanced prediction performance 

and demonstrated flexibility in handling imbalanced datasets with complex features. This approach 

is expected to support the development of more accurate and reliable diagnostic systems for 

detecting type 2 diabetes mellitus in the medical field. 
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